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Label it!
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Label it! Al model says:

ostrich




How about this one?
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Surprisingly, Al model says:

shoe shop




ostrich

shoe shop vacuum

What is wrong with this Al model?

- This model is one of the BEST image classifier using neural networks

EAD: Elastic-Net Attacks to Deep Neural Networks via Adversarial Examples, P.-Y. Chen*, Y. Sharma*, H. Zhang, J. Yi, and C-.J. Hsieh, AAAI 2018
IBM Research Al



Adversarial examples: the evil doublegangers
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Why do adversarial examples matter?

- Adversarial attacks on an Al model deployed at test time (aka evasion attacks)



Adversarial examples in different domains

* Images
* Videos

Texts
Speech/Audio
Data analysis

Electronic health
records

e Malware
 Online social network
* and many others

i

Original Top-3 inferred captions:

1. Ared stop sign sitting on the
side of a road.

2. A stop sign on the corner of a

street.
3. Ared stop sign sitting on the
side of a street.

Adversarial Top-3 captions:

1. A brown teddy bear laying
on top of a bed.

2. A brown teddy bear
sitting on top of a bed.

3. Alarge brown teddy bear
laying on top of a bed.

Ground Truth

0.2 -
0.0
—0.2 A :

"it was the

— best of times,
it was the

worst of times"

Al model

x 0.001

"it is a truth
universally
acknowledged
that a single”

OSCAR

OSCAR + attack

5
0.00
—0.051

0.05 -
0.00
—(HA53

0 100 0
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Adversarial examples in image captioning

Original Top-3 inferred captions:

1. A red stop sign sitting on the
side of a road.

2. A stop sign on the corner of a
street.

3. Ared stop sign sitting on the
side of a street.

] Yision Language A gmup of People
Deep CNN  Generating shopping at an
RNN outdoor market.

"
Q There are many
vegetables at the
frult stand.

Adversarial Top-3 captions:

1. A brown teddy bear laying
on top of a bed.

2. A brown teddy bear
sitting on top of a bed.

3. Alarge brown teddy bear
laying on top of a bed.

Al model

IBM Research Al



Adversarial examples in speech recognition

"it was the
L_;> best of times,
: it was the >y
worst of times”
Al model
NN\
e h -
e What did your hear?

acknowledged
that a single”

IBM Research Al



Adversarial examples in speech recognition

"it was the

,_> best of times,
it was the

worst of times”

MWWMN x 0.001 Al model

“itis a truth What did your hear?
universally

acknowledged .
that a single” Okay google browse to evil.com
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Adversarial examples in data regression

\_

Data

=2

Factor identification

Analy5|s
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Ground Truth OSCAR + attack
o 0.05 -
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Adversarial examples in physical world

* Real-time traffic sign detector * 3D-printed adversarial turtle

B classified as rifle [ classified as other

W classified as turtle

bt f‘ by 1 PUT Al TO WORK .
ITiIC1a APRIL29-30, 2018 TRAINNG | conrenence
ntelligence o«

CONFERENCE

SCHEDULE SPEAKERS EVENTS SPONSORS VENUE/HOTEL ABOUT RESOURCES

ACCOUNT

Fooling neural networks in the physical v
world '

Andrew Ilyas (Massachusetts Institute of Technology), Logan Engstrom (Massachusetts Institute of Technology), Anish Athalye
(Massachusetts Institute of Technology)

IBM Research Al



Adversarial examples in physical world (1)

* Real-time traffic sign detector

fv',[,’ "
I

Robust Physical-World Attacks on Deep Learning Visual Classification

Kevin Eykholt*!, Ivan Evtimov 2, Earlence Fernandes”, Bo Li?,
Amir Rahmati*, Chaowei Xiao', Atul Prakash', Tadayoshi Kohno?, and Dawn Song3

IBM Research Al



Adversarial examples in physical world (2)

* 3D-printed adversarial turtle

:_?'*’fi"w
o [S] [=] [ N eJ ng Neural Networks
B classified as turtle [l classified as rifle [l classified as other ' “ “”' In the Real World

labsix

Synthesizing Robust Adversarial Examples

Anish Athalye “"'? Logan Engstrom”'? Andrew Ilyas " '? Kevin Kwok >

IBM Research Al



Adversarial examples in physical world (3

* Adversarial eye glasses that fool face detector e Adversarial sticker

Classifier Input . Classifier Output

'—' g."".'
. \

place sticker on table

banana slug snail orange

Classifier Input ‘ Classifier Output
r—s i " ~ &

N
&

toaster banana piggy_bank spaghetti_
Accessorize to a Crime: Real and Stealthy Attacks on
State-of-the-Art Face Recognition .
9 Adversarial Patch

Mahmood Sharif Sruti Bhagavatula Lujo Bauer
Carnegie Mellon University Carnegie Mellon University Carnegie Mellon University

Pittsburgh, PA, USA Pittsburgh, PA, USA Pittsburgh, PA, USA
mahmoods@cmu.edu srutib@cmu.edu Ibauer@cmu.edu

Tom B. Brown, Dandelion Mané} Aurko Roy, Martin Abadi, Justin Gilmer

Michael K. Reiter {tombrown,dandelion,aurkor,abadi,gilmer}@google.com

University of North Carolina

Chapel Hill, NC, USA IBM Research Al
reiter@cs.unc.edu



Adversarial examples in black-box models

* White-box setting: adversary knows
everything about your model

* Black-box setting: craft adversarial
examples with limited knowledge
about the target model

AWS
>
InEEEE —>
Al/ML 0-0 ..
Prediction +—— [EEASL

bagel

170.png

black-box attack

grand plano

Dog

Dog Like Mammal

Snow

Arctic

Winter

Ice

Fun

Freezing

Targeted black-box attack on Google Cloud Vision

Z00: Zeroth Order Optimization based Black-box Attacks to Deep Neural Networks without Training Substitute Models, P.-Y. Chen*, H. Zhang*, Y. Sharma, J. Yi, and C.-J. Hsieh, Al-Security 2017
Black-box Adversarial Attacks with Limited Queries and Information, Andrew llyas*, Logan Engstrom*, Anish Athalye*, and Jessy Lin*, ICML 2018
Source: https://www.labsix.org/partial-information-adversarial-examples/ IBM Research Al



Growing concerns about safety-critical settings with Al

Autonomous cars that deploy Al model for traffic signs recognition

[ pmm. @
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Source: Paishun Ting IBM Research Al



But with adversarial examples...




Where do adversarial examples come from?

- What is the common theme of adversarial examples in different domains?



Neural Networks: The Engine for Deep Learning

* Applications of neural networks

U Image processing and understanding
U Object detection/classification

U Chatbot, Q&A

L Machine translation

2% (traffic light)

L Speech recognition

U Game playing
U Robotics

U Bioinformatics
U Creativity

U Drug discovery

90% (French bulldog)
3% (basketball)
5% (bagel)

L Reasoning
[ And still a long list...

trainable neurons;

usually large and deep
IBM Research Al

Source: Paishun Ting



The ImageNet Accuracy Revolution and Arms Race

ImageNet Large Scale Visual Recognition Challenge results

Neural Nets

. A De ep In the competition's first year

— teams had varying success.
Every team got at least 25%

. Learnlng wrong.
> RevOlu tion rIn 2012, the team to first use
deep learning was the only Geoffrey Hinton

team to get their error rate
\ below 25%.

[ Beyond human
GPUs Thefollowingyear  yarformance

25% or fewer wrong.

\0-0-0
X000k

rorlawat aw b
) )
‘,.A.A.\

ImageNet Classification Error H OW Humans Compare In 2017, 29 of 38 W h atls

teams got less than
5% wrong.

Human GoogLeNet — \ Next?

N

5.1% 6.8% . i

Top-5 error rate Top-5 error rate

2010 2011 2012 2013 2014 2015 Human

IBM Research Al



Accuracy # Adversarial Robustness

 Solely pursuing for high-accuracy Al model may get us in trouble...

Tradeoff between Accuracy and £/, CLEVER Score
3.5E-08 Our benchmark

alexnet on 18 ImageNet

vg_ 16 models reveals

Number of Parameters .
. a tradeoff in

75M accuracy and
50 M robustness

3.0E-08

alexnet

vgg_16

vgg_19
resnet_v2_50
resnet_v2_101
resnet_v2_152
mobilenet_v1_100
mobilenet_v1_050 .
Metioreliviioes | Mo bilenet_v1_025
inception_v1 0

inception_v2

inception v3

inception_resnet_v2 .
inception_v4 mobilenet_v1_050
densenet121_k32

densenet169_k32

densenet161_k48 mobilenet v1 100
nasnet_large E

2.5E-08

2.0E-08 inception_resnet_v2

nasnet_large

Robustness s 1.5e-08

1.0E-08

Per Pixel £, CLEVER Score

5.0E-09 inception_Y3

N
000 0000 70000 00

0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0
Top-1 Accuracy Accuracy
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How can we measure and

improve adversarial robustness of
my Al/ML model?




Learning to classity is all about drawing a line
O Classified as @

a I
Labeled ||
datasets

Decision boundary w/ 100% accuracy
————— Decision boundary w/ <100% accuracy



Connecting adversarial examples to model robustness

Classified as @

grand piano

AL

2%
o ]
= o |
R
S
) Y 5
e . ’

-8 8

" Ostrich shoe shop vacuum -

-~
~ I
> of By o By o A~ o . .
,’ \ A = Minimum distortion
X0 xal | \

xa
Xq /

adversarial
example

\ Decision boundary 3
\ .

- —— =
- . N
- Decision boundary 2 N

Decision boundary 1 L, space

e Robustness evaluation: how close a refence
input is to the (closest) decision boundary

IBM Research Al Source:Paishun-Ting, Tsui-Wei Weng



Robustness evaluation is NOT easy

* We still don’t fully understand how neural
nets learn to predict

O calling for interpretable Al
* Training data could be noisy and biased
[ calling for robust and fair Al

* Neural network architecture could be
redundant and leading to vulnerable spots

O calling for efficient and secure Al model

* Need for human-like machine perception and
understanding

O calling for bio-inspired Al model

» Attacks can also benefit and improve upon
the progress in Al

[ calling for attack-independent evaluation

IBM Research Al

4 N/

N I\

Labeled
datasets

Adversarial Examples Are Not Easily Detected:

Bypassing Ten Detection Methods

Nicholas Carlini David Wagner

Obfuscated Gradients Give a False Sense of Security:

Circumventing Defenses to Adversarial Examples

Anish Athalye "' Nicholas Carlini "> David Wagner °



How do we evaluate adversarial robustness?

* Game-based approach * Verification-based approach
Specify a set of players (attacks and defenses) [ Attack-independent: does not use
QBenchmark the performance against each attacks for evaluation

attacker-defender pair dCan provide a robustness certificate

o The metric/rank could be exploited; for safety-critical or reliability-
No guarantee on unseen .5 sensitive applications:
threats and future attacks x

@ Research Prediction Competition

Optimal verification is provably
difficult for large neural nets —
computationally impractical

NIPS 2017: Defense Against Adversarial Attack

Create an image classifier that is robust to adversarial attacks

Google Brain - 107 teams - 3 months ago

- Reluplex: An Efficient SMT Solver for Verifying Deep Neural Networks,

Guy Katz, Clark Barrett, David Dill, Kyle Julian, Mykel Kochenderfer, CAV 2017

IBM Research Al - Efficient Neural Network Robustness Certification with General Activation Functions,
Huan Zhang*, Tsui-Wei Weng*, Pin-Yu Chen, Cho-Jui Hsieh, and Luca Daniel, NIPS 2018




CLEVER: a tale of two approaches

 An attack-independent, model-agnhostic
robustness metric that is efficient to
compute

* Derived from theoretical robustness
analysis for verification of neural
networks: Cross Lipschitz Extreme Value
for nEtwork Robustness

e Use of extreme value theory for efficient
estimation of minimum distortion

 Scalable to large neural networks

* Open-source codes:
https://github.com/IBM/CLEVER-Robustness-Score

IBM Research Al
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How do we use CLEVER?

Before-After robustness comparison Other use cases
* Will my model become more * Characterize the behaviors and
robust if | do/use X? properties of adversarial examples

* Hyperparameter selection for
adversarial attacks and defenses

e Reward-driven model robustness

Same set of improvement
data for

Tradeoff between Accuracy and £, CLEVER Score

eeeeeee

inception_resnet_v2

obilenet_v1_025

nnnnnnnnnnnn

robustness / :
.
evaluation
2 [ )
mobilenet_v1_050 ’ .inception 3

M Od ified C L EV E R (Vp) . mobilenet_v1_100 I
TEREL score 87 S
Accuracy

IBM Research Al

Per Pixel £, CLEVER Score
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Examples of CLEVER

* CLEVER enables robustness
comparison between different

JThreat models
(1 Datasets
I Neural network architectures

JDefense mechanisms

B -~ BN p-? 1

MNIST-MLP

0.8
MNIST-DD =]
MNIST-BRaL| p— | 5 06 |
CIFAR-MLP [ 3
CIFAR-CNN r~y 04
CIFAR-DD
cr S | 02 | |
Inception ey 0

RESHEE (|
MobileNet inception  resnet mobilenet
80 8 %0 9 100 IBM Research Al

0 ECW m50 m100 =250 =500
percentage (%)

18M Research Al

The Big Check :

Attack imaginary banks' Al check image
processing systems by distorting check digits
and learn how IBM is working on mechanisms
for judging the robustness of such systems.
Play the game to see how much you can
maximize your profits.

*Please note that all the banks and checks
shown in this game are purely fictional.

Congratulations, you earned $500 more than your original check amount!

Yay!

You earned the maximum possible amount!

5 0 9 8 6 .
Lowest

CLEVER

g 4|44 4 =

1.3691 1.6036 1.0457 1.5344 1.9969
*

Original Check Check Given To How Much The
Image Bank Bank Credits
4 6 | 4 6 | $961

Learn More
For more information on ing the of Neural An Value Theory

Approach visit the blog or view the paper.




Where to Find CLEVER? It’s ART

Evasion attacks
* FGSM

* JSMA

Adversarial Robustness Toolbox (ART) (% >4 Open-source release @ RSA 2018:
\

~ 3.5K+ views of IBM blogs

~ 100+ news outlefs
covering release

! . ~ 1.3M+ Social Media

= Python library, 7K lines of code — C y S T Vatiis potential impressions

- State-of-the-art attacks, defences and robusiness metrics A g - : W — 5K+ views of GitHub repo

Extemnal:

from keras.datasets import mnist
from keras.models import load model

- from art.attacks fmport Carlinil2Attack Attackers can fool Al programs. Here's how developers
oa :

from art.classifier import KerasClassifier
from art.metrics import loss_sensitivity

can fight back

modules

2 IBM launches open-source library for
securing Al systems

(., ), (x test, y test) = mnist.load datai)

Lﬂad dassiﬁer o I.Lr;'-l-_l" 1;_,._.-_— L andg \i L .:.t ;I. ) “-

model (Keras model = load model (" my hs")

TE, PyTorch étl'l:l claszifier = KerasClas IBEM ENTWICKELT WERKZEUGE GEGEN IBM, AIZAFARRETSA-T V-
v HACKERANGRIFFE DURCH "BOSE” K1 254751 lAdversarial Robustness

# Perform attack

attack = Carlinil2attack{classifier)
adv ¥ test = attack.generate(x test)

Toolbox |

Brnywera Adversarial Robustness Toolboo
oTEpmMTaA Gadnnorexa ot [BM gna zaugers HH

Perform attack ——

mmrmn == CER o

I wodel robustness

# LOmpute met

Evaluate FIonl g iy . .
robustness e O Gk M RV o Adversarial Robustness Toolbox © IBM propose une
baite & outils open source pour sécuriser lintelligence
artificielle
1%-04- 1016 | dooe: Winnld Kepingki

Evasion defenses Poisoning detection
IBM adversarial Robustness Toolbox beschermt teqen

» Feature squeezing » Detection based on [raragar 1 ) o Toeeiet B kwaadaardige Al

clustering activations

* Spatial smoothing



Take-aways

 Adversarial robustness is a new Al standard

(JRobustness does not come for free: adversarial examples exist in
digital space, physical world, and different domains

JHigh accuracy # Good robustness

JArms race: adversary-aware Al v.s. Al for adversary Human

* How to evaluate the robustness of my Al model?

CLEVER: an attack-independent robustness score ORobustness
(JRobustness comparison in before-after setting Al Data

JdWhere to find CLEVER? It’s ART!

IBM Research Al



Beyond Robustness: Trusted Al

Trusted Al

IBM Research is building
and enabling Al solutions
people can trust

Robustness

We are working to ensure the secunty
and reliability of Al systems by exposing
and fixing their vulnerabilities: identifying
new atiacks and defense, designing new
adversarial training methods to strengthen
against attack, and developing new metric
to evaluate robustness.

View publications

Fairness

To encourage the adoption of Al, we must
ensure it does not take on and amplify our
biases. We are creating methodologies to
detect and mitigate bias through the life
cycle of Al applications.

View publications

As Al advances, and humans and Al systems increasingly
work together, it is essential that we trust the output of these
systems to inform our decisions. Alongside policy
considerations and business efforts, science has a central
role to play: developing and applying tools to wire Al systems
for trust. IBM Research’s comprehensive strategy addresses
multiple dimensions of trust to enable Al solutions that inspire

confidence.

Explainability

Knowing how an Al system arrives at an
outcome is key to trust, particularly for
enterprise Al. To improve transparency,
we are researching local and global

interpretability of models and their output,

training for interpretable models and
visualization of information flow within
models, and teaching explanations.

View publications

IBM Research Al

Lineage

Lineage services can infuse trust in Al
systems by ensuring all their components
and events are trackable. We are
developing services like instrumentation
and event generation, scalable event
ingestion and management, and efficient
lineage query services o manage the
complete lifecycle of Al systems.

View publications
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